Systematic changes in gene expression in postmortem human brains associated with tissue pH and terminal medical conditions
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Studies of gene expression abnormalities in psychiatric or neurological disorders often involve the use of postmortem brain tissue. Compared with single-cell organisms or clonal cell lines, the biological environment and medical history of human subjects cannot be controlled, and are often difficult to document fully. The chance of finding significant and replicable changes depends on the nature and magnitude of the observed variations among the studied subjects. During an analysis of gene expression changes in mood disorders, we observed a remarkable degree of natural variation among 120 samples, which represented three brain regions in 40 subjects. Most of such diversity can be accounted for by two distinct expression patterns, which in turn are strongly correlated with tissue pH. Individuals who suffered prolonged agonal states, such as with respiratory arrest, multi-organ failure or coma, tended to have lower pH in the brain; whereas those who experienced brief deaths, associated with accidents, cardiac events or asphyxia, generally had normal pH. The lower pH samples exhibited a systematic decrease in expression of genes involved in energy metabolism and proteolytic activities, and a consistent increase of genes encoding stress-response proteins and transcription factors. This functional specificity of changed genes suggests that the difference is not merely due to random RNA degradation in low pH samples; rather it reflects a broad and actively coordinated biological response in living cells. These findings shed light on critical molecular mechanisms that are engaged during different forms of terminal stress, and may suggest clinical targets of protection or restoration.

INTRODUCTION

Major depression and bipolar disorder are two of the most common and most debilitating psychiatric disorders, representing an enormous social, economic, and public health burden. Despite decades of intensive research, the cause of these disorders remains elusive (1). Functional studies have not identified a focal brain region or a particular neurotransmitter system as the primary site of abnormality. Genetic studies, taken as a whole, have not generated replicable evidence for specific chromosomal regions that harbor the culpability genes (2) or for allelic variations that show robust association in most populations, nor have they explained a major fraction of the risk (3). Gene expression patterns, on the other hand, are likely to undergo recognizable changes in specific brain regions to initiate, sustain or modify the altered biological states that
accompany the behavior or emotional phenotypes, thus providing an excellent opportunity to characterize the neurological basis of mental disorders (4). Recent technical innovations in high-throughput methods, such as DNA microarrays, have made it possible to carry out global surveys of gene expression changes. While tens of thousands of genes can be monitored simultaneously, the number of samples measured is typically fewer than a hundred. This is especially true in comparative studies of mood disorders that make use of postmortem brain tissues, where the demanding processes of recruiting, psychiatric evaluation, case–control matching, tissue dissection and RNA extraction and quality control, put a substantial constraint on the number of subjects that can be included in any given study. The power of finding truly significant and representative expression changes depends on the extent of the expression differences, the sample size and the amount of variation among the studied subjects. Compared with single-cell organisms, such as *E. coli* or yeast cells, or cultured cell lines, the biological environments of human subjects cannot be controlled by the experimenters, and their full medical histories are often very difficult to document objectively. Furthermore, technical limitations can introduce significant amounts of additional variation (5). Because of these concerns, one of the earliest and most important tasks is to characterize all major sources of variation in gene expression in postmortem brain samples, and to understand their impact on downstream analyses. In this study, we compared postmortem brain samples from three brain regions of 40 individuals, evaluated the possible heterogeneities in gene expression among them, and tried to correlate the observed patterns with both biological and technical factors commonly examined in such studies.

**RESULTS**

We used Affymetrix U95Av2 Genechips to analyze RNA samples from the anterior cingulate area (AnCg), dorsolateral prefrontal cortex (DLPFC), and cerebellum (CB) of nine patients with bipolar disorder (BPD), 11 patients with major depressive disorder (MDD) and 20 normal controls. After data pre-processing, which included normalization and averaging over two replicate arrays for each sample, we calculated the Pearson’s correlations between all possible pairs of samples by using the expression values of all genes, and displayed the 40-by-40 correlation values in a color-coded grid where samples are placed in the same order in the left-to-right direction and the top-to-bottom direction. (Fig. 1A–C, for AnCg, DLPFC, and CB samples, respectively). These ‘similarity heat maps’ not only allow direct visual assessment of sample heterogeneity and comparability, but also reveal that most samples can be clustered into two main classes. Only a small number (one to three) of RNA samples cannot be classified into the two groups with certainty, for example, the AnCg sample of one type 1 subject (see below) exhibits the pattern characteristic of type 2 subjects, while the DLPFC samples of two type 2 subjects, and the CB samples of three type 2 subjects can be assigned to type 1. However, each of these cases involves a different subject, and all are contradicted by quantitative reverse transcription–polymerase chain reaction (qRT–PCR, see below). The majority of the assignments are maintained when we adopt

![Figure 1. Color-coded pairwise correlation matrices among 40 AnCg (A), 40 DLPFC (B) and 40 CB (C) samples. The ordering of samples are the same in the left-to-right direction and the top-to-bottom direction. The 17 type 2 samples are grouped in the upper left corner, as marked by the yellow lines. (B) also includes the Affymetrix chips for the three human cortical samples reported in Enard et al. (15), which are labeled as ‘1’, ‘2’ and ‘3’.](http://hmg.oxfordjournals.org/)
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**Figure 1.** Color-coded pairwise correlation matrices among 40 AnCg (A), 40 DLPFC (B) and 40 CB (C) samples. The ordering of samples are the same in the left-to-right direction and the top-to-bottom direction. The 17 type 2 samples are grouped in the upper left corner, as marked by the yellow lines. (B) also includes the Affymetrix chips for the three human cortical samples reported in Enard et al. (15), which are labeled as ‘1’, ‘2’ and ‘3’.
other quantitative indices to measure between-sample distance (such as the Spearman’s rank correlation, or median absolute difference), or when we use genes of different sample–sample variances to calculate the distance (data not shown). The gene expression values generated by using Microarray Analysis Software, version 5 (MAS5, Affymetrix, Santa Clara, CA, USA) or dCHIP (6) yield similar findings. By using PAM, a software program that uses the ‘nearest shrunken centroid’ algorithm to construct expression pattern class predictors (7), we found that with gene sets that contain from several tens to several thousand genes, there were usually one to five cross-validation errors among the 40 samples in any of the three regions (data not shown). With the exception of a small number (one to three) of subjects, the classification agrees between the three regions of the same brain, suggesting that the observed patterns reflect an overall property of the brain, rather than region-specific differences, or technical factors in sample processing. By combining the evidence from all three regions, we define 17 subjects as ‘type 2’ and 23 subjects as ‘type 1’. To complement the microarray experiments, we measured the transcript levels for 198 candidate genes by using qRT–PCR. We did not select these genes with the knowledge of type 1–type 2 differences, but based solely on their known biological functions. An unsupervised, hierarchical clustering analysis (8) demonstrated the drastic difference between the two main clusters (Supplementary Material Fig. 1), and independently confirmed the type 1–type 2 assignments derived from the microarray data, with only two discrepancies (one AnCg sample, and one DLPFC sample for a different subject).

There are 13 type 2 subjects among the 20 controls, only two among the nine BPD patients and two among the 11 MDD patients (Table 1). A case–control comparison with all samples would have produced a large number of ‘positives’ primarily driven by the substantial type 1–type 2 differences. Although some of these differences may underlie the biological abnormalities associated with mood disorders, they may also represent natural variations in postmortem samples that result from extraneous, short-term, physiological rather than long-term, psychiatric causes. We compared the type 1–type 2 classification obtained from the microarray data with age of the subjects, post-mortem interval (PMI, interval between death and the time the tissue is frozen), and tissue pH, and found that the two observed expression patterns were strongly correlated with pH, with almost no correlation with PMI or age (Fig. 2). In fact, the effect associated with tissue pH far exceeds those arising from gender, age, PMI and the actual feature we are most interested in studying: mood disorder patients versus controls (data not shown).

While we initially did not match cases and controls by cause of death, a re-examination of the clinical records revealed a striking disparity in terminal medical conditions between the type 1 and type 2 subjects. Nine of the 10 cancer patients, who suffered a prolonged death involving extended periods of respiratory or multi-organ failure, were type 2. Their medical complications probably led to hypoxia or acidosis in the brain. Conversely, 10 of the 11 suicide victims were type 1. They experienced relatively rapid deaths, and their brains were of normal pH. The distributions of type 1 and type 2 subjects in different Johnston agonal categories (9) were also significantly different (Table 2, P < 0.005, Fisher’s exact test). This relationship between pH and rapidity of death was in agreement with previous reports (10–13).

The expression differences between the two classes affected a major portion of all genes measured. A comparison of type 1 and type 2 AnCg samples, for example, revealed significant differences at P < 0.01 in about half and P < 0.001 in about a third of the probe sets (Welch’s approximate t-tests). In the Significance Analysis of Microarrays program (SAM) (14), the top 75% of all probe sets had a median false discovery rate of less than 5%. To put the breadth of this difference in perspective, in a separate study, we observed that only one sixth of the >20 000 genes analyzed are differentially expressed at P < 0.01 (Welch’s approximate t-tests) between nine human and 10 chimpanzee lymphoblastoid cell lines (Zhang et al., manuscript in preparation). Because statistical significance is influenced by sample size, we also compared the magnitude of the differences. Approximately 20 and 6.3% of all probe sets were different between type 1 and type 2 brain samples by 2- and 4-fold, respectively, nearly the same as those observed between the mouse liver and kidney cells (21 and 6.5%, respectively) (5). In contrast, only 3 and 0.2% were different at these levels between the human and chimpanzee lymphoblastoid cell lines. In brain samples, only 1.8 and 7% of genes, respectively, were differentially expressed above the 2-fold level between the human and chimpanzee, and human and orangutan samples (15). Considering that about half of the probe sets are called ‘Absent’ in MAS5 due to low signal intensities, these results reflect strong and genome-wide gene expression changes in our brain samples.

Several studies have investigated the relationship between RNA quality and pre- or postmortem factors (such as PMI) (16–19). Others have identified tissue pH as an indicator of overall RNA stability or the levels of specific mRNAs (9,12,20,21). These studies focused on a limited number (one to 16) of genes, sometimes describing only the total amounts of extracted RNA, or the presence or absence of individual transcripts. By contrast, we used our genome-wide quantitative data to address the global question as to whether the type 2 expression pattern reflects coherent biological regulation in living cells, or alternatively results from general breakdown of RNA preservation. We calculated the Welch’s approximate t-scores between the 23 type 1 and 17 type 2 AnCg samples, and identified gene ontology (GO) (22) terms that (1) occur more frequently among genes with large positive or large negative t-scores and

### Table 1. Demographic and clinical characteristics (n = 40)

<table>
<thead>
<tr>
<th></th>
<th>Type 1</th>
<th>Type 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>19</td>
<td>9</td>
<td>28</td>
</tr>
<tr>
<td>Female</td>
<td>4</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18–40</td>
<td>5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>41–53</td>
<td>8</td>
<td>5</td>
<td>13</td>
</tr>
<tr>
<td>54–66</td>
<td>6</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>67+</td>
<td>4</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Diagnosis</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>7</td>
<td>13</td>
<td>20</td>
</tr>
<tr>
<td>Major depression</td>
<td>9</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>Bipolar disorder</td>
<td>7</td>
<td>2</td>
<td>9</td>
</tr>
</tbody>
</table>

### Table 2.
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![Image](http://hmg.oxfordjournals.org/)
or under-represented at the occurrence of GO terms, on average, only one term was over-
To show this, we performed a random sampling of 1000 genes and counted the number of significant GO terms even after adjusting for multiple hypotheses testing. Material Fig. 2B) are increased. The results in Table 3 are the report that immune-modulated, stress-induced and hormonally regulated genes are among the most variably expressed genes in murine tissues (5). Transcripts for many transcription factors are increased in the type 2 samples (Supplementary Material Fig. 3A), although some of those involved in cell cycle control and general transcriptional regulation are moderately decreased (Supplementary Material Fig. 3B). Several transcription factor families, such as the zinc-finger proteins and nuclear receptors (Supplementary Material Fig. 3C), have both members that are increased and, to a lesser extent, members that are decreased, probably due to the specific positive- or negative-feedback regulation of these genes.

**DISCUSSION**

In this study, we observed a remarkable degree of natural variation in expression levels among 40 subjects. Interestingly, most of this sample-to-sample variation can be accounted for by two prototypical expression patterns, which in turn are explained by pH of the brain tissue and pre-death medical conditions. Furthermore, the genes that are changed include those involved in mitochondria respiratory function and stress response. The link between tissue acidity, energy metabolism and physiological stress results from the tight coupling between energy metabolism and the production and consumption of protons (24). Under conditions such as hypoxia or ischemia, anaerobic metabolic pathways, particularly the lactic acid cycle, are activated, resulting in an enhanced production of acid equivalents, and intra- and intercellular acidosis (13,25). The human brain has densely packed cells, relatively small cell bodies and high levels of constitutive activity during normal function, and is therefore particularly demanding of efficient energy metabolism and is uniquely vulnerable with reduced oxygen supply. Our data suggest that under prolonged hypoxia, ordinary transcriptional programs are re-configured to divert the cellular resources to the increase of the more pressingly needed transcripts: those involved in stress response, apoptosis and inflammation control. There seems to be a critical pH threshold (around 6.8; also see below) in the brain, below which such transcriptional changes are accelerated. type 2 samples are strongly correlated with each other (Fig. 1A–C), suggesting that, while individual subjects experienced agonal stress due to a multitude of causes, their expression patterns arrived at a definable and relatively stable regulatory endpoint, rather than exhibiting a diverse assortment of RNA degradation states.

The functional coherence of changed genes depicts a biological response that is markedly different from the commonly held view that more stressed brains yield tissues

![Figure 2. Clustering diagram of microarray data for the 40 AnCg samples, and the plot of individual pH, Age (year) and PMI (hour) values. Seventeen type 2 samples and one type 1 sample are shown on the left branch. This sample is classified as type 1 after considering data from all three brain regions and the RT–PCR data.](http://hmg.oxfordjournals.org/fig43x418to292x721)

<table>
<thead>
<tr>
<th>Agonal duration</th>
<th>Type 1</th>
<th>Type 2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instantaneous</td>
<td>8</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>&lt;24 h/minimal hypoxia</td>
<td>13</td>
<td>5</td>
<td>18</td>
</tr>
<tr>
<td>&gt;24 h/some hypoxia</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Slow death &gt;24 h</td>
<td>1</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Slow death with ventilation</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>23</td>
<td>17</td>
<td>40</td>
</tr>
</tbody>
</table>

Table 2. Numbers of type 1 and type 2 subjects in different agonal duration categories according to the Johnston scale
of low pH, which simply contain degraded RNA, which, as a type of biological material, means just an increase of random noise in gene expression profiling. Our data suggest that, rather than more stress versus less stress, a distinction between long and short agonal duration is probably more relevant, as is whether the primary site of medical crisis is in the brain or elsewhere. Most of our type 2 subjects were ‘brought down’ by gradual failures of peripheral organs in hours, if not days; while most of the type 1 brains were shut down suddenly, in minutes. Most of the type 1 subjects died of a primary or abrupt assault of the brain—often involving acute hypoxia during cardiac events, suicide, or accident—and our data suggest that their brains failed without exhausting the ATP store in the cells, nor did the cells have time to up-regulate stress response genes or down-regulate the energy metabolism genes. The type 2 brains, on the other hand, may have gradually spent most of the molecular fuel, and have down-regulated genes in aerobic metabolism by 2- to 4-fold (Fig. 3)—only then did the brain cross a threshold, hours after the primary failure at another vital organ. Together, these results raise the interesting and practical possibility of leading to molecular targets of intervention in a clinical setting. For example, in animal models as well as in humans, if levels of certain RNA transcripts, proteins, small organic compounds or specific metabolites can be found in the circulating blood that correlate strongly with the gene expression changes in the brain, these molecules could be used as peripheral markers that report the stress load and adaptive reserve of metabolic or proteolytic activities in the brain, predict imminent crisis and inform the appropriate medical procedures that take into account of the unique limitations of the brain.

Several tantalizing questions still remain. We do not know if neurons in different layers of the cortex or cerebellum have different vulnerabilities, nor if cell death and RNA degradation would occur at different rates in different types of cells (such as neurons and glial cells), which would effectively alter the relative abundance of different cell types in the tissue. Different methods of measuring pH may affect the ability to observe the association between pH, medical condition and gene expression. We found that, during pH measurement, longer and more thorough cell lysis generated tissue homogenates of progressively lower pH (data not shown), possibly due to the gradual breakdown of highly acidic intracellular organelles, such as mitochondria and lysosomes, which have an interior pH of ~5.0. The protons from these high concentration sources may introduce large variations in pH readings, and weaken the correlation between the observed pH values and the expression pattern changes in the cytosol. At least one other brain bank has reported median pH (~6.1) lower than those observed in our type 2 samples (21). Other collections had similar pH values as our type 1 samples (26). Whether the difference is largely due to different techniques for lysing the cells, or to inherent differences in the samples, remains unknown.

What is also unclear is the relative contribution of regulated, de novo mRNA synthesis versus gene-specific, stimulus-dependent mRNA turnover. Several recent studies showed that, in addition to transcription initiation, the control of transcript decay rate is also an integral part of transcriptional regulation (27–33). For example, genes encoding proteins that form stoichiometric complexes (such as proteasomes) in yeast tend to have closely matched transcript turnover rates (29). Many of the activation-induced genes in human T lymphocytes produced transcripts with short half-lives (27). However, we believe that de novo transcription still plays a predominant role in eliciting the observed differences in postmortem samples. This is because that in these studies, energy metabolism genes were not among those producing the short-lived transcripts (28,29,33). Furthermore, transcripts for many transcription factors are increased in our low pH samples.

In a recent study, Enard et al. (15) compared three human prefrontal cortex samples with three chimpanzee brain samples, and found that not only the human–chimpanzee differences in the brain are larger than the corresponding differences in liver and in blood, but that the three human brains were also highly divergent—brain 2 was very different from brains 1 and 3—more so than the divergence among the three chimpanzee brains. This observation was interpreted as evidence for greater intra-specific variations of gene expression in human brains as compared with other primates (34). We downloaded the Affymetrix chip files for the three human cortical samples reported in that study, and included them in our comparisons of 40 DLFPC samples (Fig. 1B). Interestingly, brain 2 in their study can be readily classified as type 2, whereas brains 1 and 3 are clearly type 1 samples. Thus, the intra-specific diversity observed in that study can be largely explained by the pH-related effect.

Table 3. Gene ontology terms containing genes that show coordinated up- and down-regulation in type 2 samples

<table>
<thead>
<tr>
<th>GO ID</th>
<th>Name</th>
<th>Count</th>
<th>Top 1000</th>
<th>Bottom 1000</th>
<th>Average</th>
<th>SD</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>GO:0006952</td>
<td>Defense response</td>
<td>437</td>
<td>15</td>
<td>1.9 x 10^{-16}</td>
<td>95</td>
<td>1.0 x 10^{-4}</td>
<td>-1.45</td>
<td>2.59</td>
</tr>
<tr>
<td>GO:0006955</td>
<td>Immune response</td>
<td>397</td>
<td>15</td>
<td>4.9 x 10^{-14}</td>
<td>89</td>
<td>5.3 x 10^{-5}</td>
<td>-1.48</td>
<td>2.63</td>
</tr>
<tr>
<td>GO:0006355</td>
<td>Transcription regulation</td>
<td>799</td>
<td>67</td>
<td>7.9 x 10^{-10}</td>
<td>135</td>
<td>0.09</td>
<td>-0.59</td>
<td>3.10</td>
</tr>
<tr>
<td>GO:0006119</td>
<td>Oxidative phosphorylation</td>
<td>19</td>
<td>14</td>
<td>1.8 x 10^{-6}</td>
<td>0</td>
<td>0.04</td>
<td>5.94</td>
<td>2.97</td>
</tr>
<tr>
<td>GO:0003954</td>
<td>NADH dehydrogenase</td>
<td>19</td>
<td>15</td>
<td>1.0 x 10^{-9}</td>
<td>0</td>
<td>0.04</td>
<td>5.79</td>
<td>2.41</td>
</tr>
<tr>
<td>GO:0005837</td>
<td>26S proteasome</td>
<td>32</td>
<td>27</td>
<td>5.5 x 10^{-18}</td>
<td>1</td>
<td>0.03</td>
<td>5.77</td>
<td>3.02</td>
</tr>
<tr>
<td>GO:0015078</td>
<td>Hydrogen ion transporter</td>
<td>80</td>
<td>45</td>
<td>1.7 x 10^{-17}</td>
<td>1</td>
<td>2.7 x 10^{-5}</td>
<td>4.42</td>
<td>3.74</td>
</tr>
</tbody>
</table>

‘Count’, total number of Unigenes that belong to the GO term and are present on the microarray; ‘top 1000’/‘bottom 1000’, number of Unigenes belonging to the GO term and are among the 1000 highest/lowest t-scores; positive t-score indicates lower expression in type 2 samples; ‘P’, nominal P-value for obtaining the observed term counts under the null hypothesis of random distribution of t-scores across all GO categories; ‘average’/‘SD’, average/standard deviation of t-score for genes associated with the GO term; ‘t’, t-score for testing if the ‘average’ t-score for genes associated with the GO term is significantly deviating from zero, giving the ‘SD’ and ‘count’ of these t-scores. ‘P’, two-sided P-value for ‘t’, with the degree of freedom of ‘count − 1’. 
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In fact, the functional pathways that we highlighted—most notably energy metabolism and stress/immune responses—are among the most adaptable and responsive biological processes. As a result, genes in these pathways are often highly variable between biological specimens, such as in identically handled tissues from rodents of identical genetic background (5), in human brains (this study) or in human and chimpanzee cell lines (our unpublished observation). These genes also tend to be tightly co-regulated, and have been reported as among the principle findings of differential expression in a number of comparative studies, including, for example, in bipolar disorder (35), in skeletal muscles of human diabetics (36), in the kidneys of diabetic mice (37), in the development and longevity of C. elegans (38), in muscles of rhesus monkey during aging or caloric restriction (39), in murine models of myocarditis (40) and in cultured cells under stimulation or stress (41). Many of these findings may have indeed captured a genuine functional aspect of the trait of interest, such as the abnormalities in energy management in diabetes, or the possible hypoactivity in specific brain regions in psychiatric diseases. Yet at the same time, the drastic changes in these pathways during terminal stress also make it very difficult to use postmortem samples to study or to confirm their contributions to the etiology or progression of chronic disorders. Genes in these pathways are likely to be under strong, transient and coordinated regulation by a variety of biological factors, many of which are changing rapidly during the terminal stages of life. In our case, potential earlier involvement of these genes in the etiology of mental disorders could be readily obscured, and may still be highly heterogeneous among samples that are of normal pH. For example, we have found that among the supposedly more homogeneous type 1 samples, a major portion of the remaining variability still involve the same pathways that are drastically different between type 1 and type 2 samples, albeit to a much lesser extent. The eventual demonstration of the role played by these pathways in mental illnesses requires careful evaluation of all the confounding factors, and possibly in conjunction with in vivo imaging or other functional approaches. Even in samples that have an apparent match of pH and agonal factors, it may still be instructive to carry out a post hoc evaluation of heterogeneity in expression profiles, followed by a data-driven, reverse screening of possible explanatory factors in a manner similar to this study.

While the observed expression patterns depend primarily on each person’s physiological condition at death, we do not know if there are inter-individual variabilities in the capacity or tendency in managing similar levels of metabolic stress, nor do we understand the extent to which regulatory activities in dying brains share common mechanisms with those invoked during chronic psychiatric maladaptation in mood disorders. Nevertheless, our analysis provides a global view of transcriptional re-programming in response to stresses of different nature and duration, and identifies pH and medical conditions as principal explanatory factors for the marked variability in gene expression among postmortem brain samples. As postmortem tissue serves as a primary reagent linking physicians, pathologists and molecular geneticists in a wide variety of studies, pH values can be used as a readily measurable, objective criterion in tissue banking and sample matching, and should be regarded, together with clinical assessments, as a potential major confounder in quantitative studies that make use of such material. Furthermore, the observed gene expression changes may set major constraints on the molecular descriptions of cell death and brain death, and inform deeper regulatory logic of the brain in times of crisis. Whether they also suggest targets of protection or restoration in the clinical setting remains an interesting and practical question.

**MATERIALS AND METHODS**

**Human subjects**

Brain tissue was obtained with the consent of decedents’ next-of-kin. Information from the medical examiner’s conclusions, coroner’s investigation, medical records, and interviews of relatives were examined for information concerning physical health, medication use, psychopathology, substance use and details of death. Agonal duration ratings were assigned to...
Coronal slices of the brain were rapidly frozen on pre-cooled RNA extraction and microarray experiments duration appear in Tables 1 and 2. Concerning demographics, psychiatric diagnoses and agonal average age was 52.4 years (SD 15.9). Additional details mean freezer duration was 38.1 months (SD 25.3). Descendants’ disorder. Mean post-mortem interval was 22.6 hs (SD 7.14) and descendants consisted of 20 without neurological or psychiatric samples based on a scale by Johnston et al. (9). The 40 descendants consisted of 20 without neurological or psychiatric diseases and 20 with major depression or bipolar affective disorder. Mean post-mortem interval was 22.6 hs (SD 7.14) and mean freezer duration was 38.1 months (SD 25.3). Descendants’ average age was 52.4 years (SD 15.9). Additional details concerning demographics, psychiatric diagnoses and agonal duration appear in Tables 1 and 2.

RNA extraction and microarray experiments

Coronal slices of the brain were rapidly frozen on pre-cooled (to −120°C) aluminum plates, and stored at −80°C (see 42 for additional details). Following tissue dissection, total RNA was isolated by using TRIzol reagents (Invitrogen, Carlsbad, CA, USA), and shipped to the four research groups that collaborate on this project (University of California, Irvine; University of California, Davis; University of Michigan and the Stanford University). A detailed analysis of conventional indicators of RNA preservation, such as 28S/18S rRNA ratios, is presented in Tomita et al. (manuscript in press). Sample labeling and hybridization followed the exact Affymetrix procedures. Every sample was analyzed on two HuU95Av2 Genechips, one each at two different laboratories (AnCg and CB at University of California, Irvine; DLPFC and CB at University of California, Davis; AnCg and DLPFC at University of Michigan).

Tissue pH measurement

A 50–100 mg piece of cerebellar cortical tissue was mixed with 1.0 mm glass beads (BioSpec Products, Bartlesville, OK, USA) and distilled deionized water in a 10% (w/v) solution, and homogenized by using Bead-Beater (BioSpec Products, Bartlesville, OK, USA) for 60 s at 4°C. The homogenate was measured at room temperature with a pH meter (Corning, Cypress, CA, USA).

Data processing and analysis

We used the robust multichip analysis (RMA) software (43) to analyze Affymetrix CEL files. After median-centering and normalization of all arrays, we averaged the two replicated chips for each sample. Because the 40 subjects were analyzed in two cohorts of 20 each, there were cohort-specific effects not observed when we used RT–PCR to analyze all samples. We therefore median-centered the expression levels for each gene within the two cohorts separately, and used all ∼12 000 probe sets to calculate the Pearson’s correlations between all possible sample pairs within each brain region. Each correlation thus indicates the overall similarity between two samples across all genes measured. The primary 40-by-40 correlation tables were graphically represented by a 40-by-40 grid where each cell is colored according to the individual correlation values for that particular pair of samples. The ordering of samples within type 1 samples and within type 2 samples was determined by a two-way clustering of the correlation matrices with the Cluster software (8), and is slightly different between Figure 1A–C. To analyze the six Affymetrix U95A chips for the three human cortical samples reported in (15), we removed the expression values for the 26 probe sets that were not shared by the U95AV2 chips. For the remaining probe sets, we averaged the duplicate chips for each of the three samples, and included them with our 40 DLPFC samples to calculate the pairwise correlations in all 43 samples.

Quantitative RT–PCR

All amplicons were 70–130 bp in length, targeting the 600 bp 3’-most segment of the Refseq mRNA sequences for each gene. Total RNA was treated with DNase I (Ambion, Austin, TX, USA), and converted to first-strand cDNA by using the Superscript Reverse Transcriptase (Gibco, BRL) and oligo-dT primer. Real-time PCR amplifications were performed on the iCycler Real-time Detection System (Bio-Rad, Hercules, CA, USA). Each sample was measured in duplicate. For each gene, the average cycle number of the duplicate was used to subtract a reference pattern, defined either as the average cycle numbers of four reference genes (ACTB, ACTG1, PPIA and GAPDH), or the average cycle numbers of all 198 genes. The referenced cycle numbers of 198 genes in 80 samples were median-centered across genes, and clustered by using the Average Linkage Clustering in the Cluster software (8).

Analyzing gene annotation

We mapped Human Unigene clusters to GO terms and KEGG pathways terms. For the ∼6600 Unigenes with GO annotations, we counted the number of occurrences for each GO term among the 1000 Unigenes of the largest t-scores and the 1000 of the smallest t-scores. We calculated the nominal P-value of the disproportionate representation of a GO term in the 1000 subset as the probability of observing equal or more extreme counts. Because of the large number of annotation terms simultaneously tested, and their overlapping nature, we assessed the overall significance by establishing a null distribution for P through repeated random re-sampling of 1000 genes and pooling of P-values. For each GO term, we also calculated the average across all genes for each sample t-score and the average t-score for all Unigenes associated with the term, and evaluated its significance by the Student’s t-test where the null hypothesis is such that the average t-score is zero.

SUPPLEMENTARY MATERIAL

Supplementary Material is available at HMG Online.
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